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Recommender Systems 

Motivation Stacked DAE PMF Collaborative DL Experiments Summary 3 

Observed preferences:  

To predict:  
Matrix completion 

Rating matrix: 



Recommender Systems with Content 
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Content information: 
Plots, directors, actors, etc. 



Modeling the Content Information 

Handcrafted features Automatically 
learn features 

Automatically 
learn features and 

adapt for ratings 
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1. Powerful features for content information 

Deep learning 

Modeling the Content Information 
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2. Feedback from rating information Non-i.i.d. 

Collaborative deep learning 



Deep Learning 

Stacked denoising 
autoencoders 

Convolutional neural 
networks 

Recurrent neural 
networks 
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Deep learning allows computational models that are composed of  
multiple processing layers to learn representations of data with  
multiple levels of abstraction. 

Bengio et al. 2015 



Deep Learning 

Stacked denoising 
autoencoders 

Convolutional neural 
networks 

Recurrent neural 
networks 
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Typically for i.i.d. data 
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1. Powerful features for content information 

Deep learning 

2. Feedback from rating information Non-i.i.d. 

Collaborative deep learning (CDL) 

Modeling the Content Information 
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Contribution 

Çollaborative deep learning: 

 * deep learning for non-i.i.d. data 

 * joint representation learning and 

 collaborative filtering 
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Contribution 

Çollaborative deep learning 

Çomplex target: 

 * beyond targets like classification and regression 

 * to complete a low-rank matrix 
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Contribution 

Çollaborative deep learning 

Çomplex target 

F̧irst hierarchical Bayesian models for  

    hybrid deep recommender system 
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Contribution 

Çollaborative deep learning 

Çomplex target 

F̧irst hierarchical Bayesian models for  

    hybrid deep recommender system 

Şignificantly advance the state of the art 
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Stacked Denoising Autoencoders (SDAE) 
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Corrupted input Clean input 

Vincent et al. 2010 
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Probabilistic Matrix Factorization (PMF) 
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Graphical model: 

Generative process: 

Objective function if using MAP: 

latent vector of item j 

latent vector of user i 

rating of item j from user i 

Notation: 

Salakhutdinov et al. 2008 
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Probabilistic SDAE 

Motivation Stacked DAE PMF Collaborative DL Experiments Summary 

Generalized SDAE 

Graphical model: 

Generative process: 

corrupted input 

clean input 

weights and biases 

Notation: 
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Collaborative Deep Learning 
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Graphical model: 

Collaborative deep learning SDAE 

corrupted input 

clean input 

weights and biases 

content representation 

rating of item j from user i 

latent vector of item j 

latent vector of user i 

Notation: Two-way interaction 

ÅMore powerful representation 
ÅInfer missing ratings from content 
ÅInfer missing content from ratings 
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Neural network representation for degenerated CDL 

Collaborative Deep Learning 
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