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ÅSee (visual object recognition) 
ÅRead (text understanding) 
ÅHear (speech recognition) 

ÅThink (inference and reasoning) 

Comprehensive AI 

Perception and Inference 
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Bayesian Deep Learning (BDL) 

Deep Learning & Graphical Models 

Perception & Inference/reasoning 
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Motivation: 

Graphical model 

Bayesian deep learning 

Inference/reasoning 

Deep learning 

Our goal 
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Perception component Task-Specific component 

Bayesian deep learning (BDL) 

ÅMaximum a posteriori (MAP) 
ÅMarkov chain Monte Carlo (MCMC) 
ÅVariational inference (VI) 

Content understanding Target task 

Perception and Inference 
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Symptoms Reasoning and inference 

Perception component Task-Specific component 

Bayesian deep learning (BDL) 

Example: Medical Diagnosis 
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Content understanding Similarity, preferences 
Recommendation 

Perception component Task-Specific component 

Bayesian deep learning (BDL) 

Example: Movie Recommender Systems 
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A Principled Probabilistic Framework 

Perception Component Task-Specific Component 

Perception Variables 

Task Variables 

Hinge Variables 

[ Wang et al. 2016 ] 
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BDL Models for Different Applications 

[ Wang et al. 2016 ] 
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Bayesian Deep Learning:  
Under a Principled Framework 

Probabilistic Graphical Models 
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Collaborative Deep Learning 

[ Wang et al. 2015 (KDD) ] 

10 



Recommender Systems 

Observed preferences:  

To predict:  
Matrix completion 

Rating matrix: 

11 



Recommender Systems with Content 

Content information: 

Plots, directors, actors, etc. 
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Modeling the Content Information 

Handcrafted features Automatically 

learn features 

Automatically 

learn features and 

adapt for ratings 
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Modeling the Content Information 

1. Powerful features for content information 

Deep learning 

2. Feedback from rating information Non-i.i.d. 

Collaborative deep learning 
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Deep Learning 

Stacked denoising 
autoencoders 

Convolutional neural 
networks 

Recurrent neural 
networks 

Typically for i.i.d. data 
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Modeling the Content Information 

1. Powerful features for content information 

Deep learning 

2. Feedback from rating information Non-i.i.d. 

Collaborative deep learning (CDL) 
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Contribution 

Çollaborative deep learning: 

 * deep learning for non-i.i.d. data 

 * joint representation learning and 

 collaborative filtering 
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Contribution 

Çollaborative deep learning 

Çomplex target: 

 * beyond targets like classification and regression 

 * to complete a low-rank matrix 
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Contribution 

Çollaborative deep learning 

Çomplex target 

F̧irst hierarchical Bayesian models for  

    deep hybrid recommender system 
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Stacked Denoising Autoencoders (SDAE) 

Corrupted input Clean input 

[ Vincent et al. 2010 ] 
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